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Abstract— This paper proposes a classical control theoretic
approach to model the TCP flow and congestion control. In
particular, it shows that classic sliding window control, employed
by both the TCP flow and congestion control algorithms, can me
modeled using a proportional controller (P) plusa Smith predictor
(SP), which compensates feedback delays due to propagation
times. Moreover, it shows the stability properties of the TCP and
models different variants of TCP congestion control algorithms,
such as classic TCP Reno or the recent Westwood TCP, in the
same unified control framework by properly shaping the
controller reference input. The proposed analysis gives a simple
and rigorous insight into TCP flow and congestion control and
provides an effective framework to design new control algorithms
that are TCP friendly. Asan example, an application to the design
of a TCP friendly rate control algorithm is given.

Keywords: TCP, TCP Modeling, Congestion Control Design,
Rate-based Control

l. INTRODUCTION

The gability of the Internet requires that flows use some form
of endto-end congestion control to adapt the input rate to the
avalable bandwidth [1], [5], [6]. Since its introduction in the
lae dghties [1], the Transmisson Control Protocol (TCP)
congestion control has been quite successful in  preventing
congestion collapse

The (TCP) has two feedback mechaniams to tackle
congedtion:  the flow control and the congestion control. The
TCP flow control ams a avoiding the oveflow of the
receiver’'s buffer and is based on explicit feedback. The TCP
congestion control aims a avoiding the flooding of the network
and is based on implicit feedback such as timeouts, duplicate
acknowledgments (DUPACKS), round trip time measurements.
In the latter case, the source infers the network capacity using
an increese/decrease probing paradigm [8]. The increase phase
ams a increesing the flow input rate until the network
avalable capacity is hit and a congestion episode happens. The
sender becomes aware of congestion via the reception of
duplicate acknowledgments (DUPACKS) or the expirdion of a
timeout. Then, it reacts to light congestion (i.e. 3 DUPACKS)
by having the congesion window (fast recovery) and sending

This work was funded by the MIUR-FIRB project n.
RBNEO1BNL5 “Traffic Models and Algorithms for Next Generation
I P networks Optimisation (TANGO)”

agan the missng packet (fagt rerangmit), and to heavy
congedtion (i.e. timeout) by reducing the congestion window to
one. Both the flow and congestion control implements the sdif-
clocking principle, that is, when a packet exits a new one enters
the network. The described mechanisms form the core of the
clasic Internet  congestion control  dgorithm  known as
Tahoe/lReno TCP [1], [4]. It is interesting to notice that these
mechanisms continue to be a the core of dl enhanced TCP
congestion contral agorithms,

Research on TCP congestion control is gill active in order to
improve its dfficiency and farness, especidly in  new
environments such as the wirdess Internet [9], [12], [25] or the
high-speed Internet [20], [26]. We brigfly summarize the most
sgnificant modifications that have been proposed up to now.

The New Reno festure is an enhancement of Reno that has
been proposed to avoid multiple window reductions in a
window of daa [10]. TCP Vegas edimaes the expected
connection rate as ownd/RTT,, and the actuad connection rate as
owd/RTT; when the difference between the expected and the
actud rate is less than a threshold a>0, the ownd is additively
increesed. When the difference is greater than a threshold b>a
then the ownd is additively decreased. When the difference is
between a and b, omd is mantaned congant [11]. TCP
Weswood uses an endto-end estimation of the avalable
bandwidth to adaptively set the control windows after
congesion [12], [13]. Both Vegas and Weswood preserve the
sandard multiplicative decrease behavior after a timeout. TCP
Santa Cruz proposss to use estimate of delay aong the brward
path rather than round trip ddlay and to reach a target operating
point for the number of packets in the bottleneck of the
connection [14].

TCP Westwood [12] uses an endto-end edimation of the
available bandwidth to adaptively set the control windows after
congestion. In [3] the concept of generalized advertised window
has been proposed to provide an explicit indication of the
network congestion status.

Recently, non linear sochedtic differentid equations have
been proposed to modd the dynamics of the TCP congestion



window (ownd) [13], [15]-[17]. In these modds, the dynamics
of the expected vdue of the cwnd is manly expressed as a
function of the packet drop probability through a non-lineer
differentid equetion. These modds, and their linearized ones,
have been usad to predict the longterm TCP throughput and to
design control laws for throttling the packet drop probability of
routers implementing Active Queue Management [27]. In
paticular in [27], the mentioned nonliner sochadtic
differentid modd of the TCP window has been linearized
aound the equilibrium to derive a transfer function from the
packet drop probability to the bottleneck queue length. The
linearized modd had been employed to design a cortrol law for
the packet drop rae aming a debilize the queue average
length. It is not cdler how effective is the modd to ded with
red-time dynamics of TCP and in presence of multi-bottleneck
topologies.

This paper proposes a classicad control theoretic gpproach to
model the TCP flow and congestion control, dong with its
vaiants such as for example Reno and Westwood, in a unified
framework. The modd is generd and captures multi-
bottlenecks as wel a moving bottleneck. The work is
organized as follows Section 2 outlines the TCP flow and
congestion control  dgorithm; Section 3 modds a generic TCP
going over a dore-and-forward shared networks using buffers
and integrators, Section 4 models the TCP flow and congestion
control usng a Smith predictor and a proportiona controller;
Sxtion 5 modds different TCP dgorithms, such as Reno and
Westwood TCP, by properly setting the controller input;
Section 6 proposes an gpplication of the developed modd to
desgn a TCP friendly raebased control dgorithm; findly,
Section 7 draws the conclusions.

Il.  TCPFLOW AND CONGESTION CONTROL

A TCP connection establishes a virtual pipe between the send socket
buffer and the receive socket buffer as shownin Fig. 1.
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Fig. 1. Schematic of a TCP connection

The TCP has two feedback mechanisms to tackle congestion: the
flow control mechanism that prevents the sender from overflowing the
receiver’s buffer, and the congestion control mechanism that prevents
the sender from overloading the network.

A TheTCP Flow Control Algorithm

The TCP flow control is based on edqlicit feedback. In
particular, the TCP receiver sends to the source the Recever's
Advertised Window, which is the buffer avalable a the
recaver. Le MaxRovBuffer be the size of the receiver buffer in
bytes, LagByteRcvd the last byte receved and NextByteRead
the next byte to be read. On the receive Sde TCP must keep

LastByteRevd- NextByteReadFEMaxRevBuffer

to avoid overflow. Therefore, recever advertisss a window sSze

(AdWWhd) of
AdWhd=MaxRcvBuffer - (LastByteRcvd- NextByteRead)

which represents the amount of free space remaining in the receiver
buffer. The TCP on the send side computes an Effective Window W

W=AdWnd- (LastByteSent- LastByteAcked) (1)

which limits the number of outstanding packets [7].

B  TheTCP Congestion Control Algorithm

The TCP congesion control employs a trial and error
probing mechanism aming a learning the network capacity
usng only implict feedback such as timeouts and
acknowledgments. In particular, the TCP estimates the best
effort capecity of the network by increesing and decressng the
congesion window varigble. There ae two increesng phases
the dow dart and the congestion avoidance. During the dow
start phase the ownd is exponentialy increased until the dow
dart threshold (ssthresh) vaue is reached. This phase is
intended to quickly grab avalable bandwidth. After the ssthresh
vaue is reached, the ownd is linearly increased to gently probe
for extra avaldble bandwidth. This phase is caled congestion
avoidance. At some point the TCP connection darts to lose
packets. After a timeout ownd is dresticaly reduced to one and
the dow dart, congestion avoidance cycle repests. After 3
DUPACKs omd is hdved and the congestion avoidance phase
isentered [1].

The TCP sender computes the minimum of the congestion
window and the advertissd window in order to implement both
flow and congestion control. In paticular, it computes the
Effective Window W asfollows

W=MIN(Cwin,Adidn)- OutstandingPackets 2
where

OutstandingPackets= LastByteSent- LastByteAcked

aretheinflight packets[7].



1. MODELLING A GENERIC TCP FLOW

In his miletone paper, Van Jacobson (1988) clearly dates
that: “A packet network is to a very good approximaion a
lineer sytem made of gains, ddays and integrators’ [1]. This
paper proposes a detailled mode of a TCPIP connection usng
(@ integrators to modd network and receiver buffers and (b)
delays to modd propageation times.

A data network is a set of store-and-forward nodes connected
by communication links. A generic TCP flow goes through a
communication path made of a sries of huffes and
communication links.

The number of peckets of the conddered TCP flow that are
dsored at the generic i-th buffer dong the communication path is
given by the following dynamic equation:

% () = dy[ui®) - bi(t)- q(t)dt ©

where 4;(f)20 modds the data arivd rate, bi(t)*0 modds the
data depletion rate, i.e. the used bandwidth, and o(t)> O modds
the overflow deta rete, i.e. the data thet are lost when the buffer
isfull and the input rate exceeds the outpui rate.

The dynamic equdion of the generic communication link (i-1)
connecting the (i-1)-th buffer to the next (i)-th buffer is a pure
deay. In paticular, letting b_1(f) be the link input rate at the (-
1)-th buffer and u(t) be the link output rate at the next {)-th
buffer, it results:

y®=h-10t-Ti-1 4

where T;_; isthelink propagation time.

Stating from the basc equations (3) and (4), we propose to
modd a generic TCP flow over an IP network as it is shown in
Fg. 2. In paticular, Fig. 2 shows a functiond block diagram
meade of:

1) The TCP connection receiver buffer of length x(t), which
is modeded using an integrator with Laplace trander

function 1s. The receiver buffer receives the inputs u(t),
b (), o), which represent the input rate, the depletion
rate and the overflow datarate, respectively;

2) The nth buffer that the TCP connection goes through
before reeching the recdver buffer, which is modded
usng an integrator with output x,(t). The n-th buffer
receives the inputs un(), bn(t), on(), which, again,
represent the input rate, the depletion rate and the
oveflow data rate, respectively. It is important to notice
that the depletion rate by(t) reaches the next buffer (n+1),
which is the receiver buffer, after the propagation time T,
i.e U(t)= by(t-T,). Moreover, it should be noted tha the
input rate u,(t) is equa to the depletion rate by 1(t) at the
previous (n-1)-th buffer, i.e bn1(tTh-1)= un(t), where Th.g1
is the propagetion time from the (n-1)-th buffer to the nth
buffer. Depletion rates are unpredictable because they
modd the best effort bandwidth avalable for a TCP
connection when going over datidicdly multiplexed 1P
network.

The saies of buffers shown in Fg. 2 can be recursvey
augmented both in the left direction, to modd up to the first
buffer node encountered by the TCP connection, and in the
right direction to modd buffers n+j, with j=2p encountered by
ACK packets when going back from the receiver to the sender.

By considering a cosed surface that contains the TCP path
going from the firs to the last buffer modded by a st of
integrators indexed from 1 to n+p=m, where the m-th integrator
modds the last buffer encountered by the TCP dong the
connection round trip, we can invoke the flow conservation
principle for the unique input rate, which is the TCP input rate
ui(t), and the output rates that are: (8) by(t), which modds the
bandwidth used by the TCP connection, i.e the best-effort
bandwidth as viewed by the consdered TCP flow through the
ACK dream; and (b) the oveflow rates g(t), for i=1,m, which
represent packets that are lost a each buffer dong the path
connection.

bn(®) U ()= bn(t-Th)
] h | ST
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On(t) or(t)

Fig. 2 Dynamic block diagram of a generic TCP/IP flow



In equations, we can write the number x(t) of packets
beonging to the conddered TCP flow and dored into the
network by adding packets stored at each buffer ong the path:

g
x®=ax®

5
i=1
Subdtituting (3) in (5) and considering the (4) it turns out
t Ln rrg—l
x(t)= Qlut)- bmt)-aat)- a b)- G - T)dt
¥ i=1 i=1
that can be rewritten as
t En nl-l t
xt)= Qlurt) - bmtt)- o)t - &  pit)dt (6)
-¥ i=1 i=l t-T;

Eq. (6) states that the network storage is equd to the integral
of the TCP input rate u (t) minus the output rate by(t) leaving
the last buffer of the path, minus the sum of the overflow rates
i (), minus the sum of packetsthat arein flight over each link i.

Since the TCP implements an end-to-end congestion control
that does not receive any explicit feedback from the network, it
is not possible for the contraller to know terms in (6). Thus, we
consider the sum of the in flight packets plus the stored packets,
whichwecall thetotd network storage x; :

m-1 t t m

and the sum of overflow retes oy :

4
o(t)=gq ai(t)
i=1
Thus, we can write

t
Quat)- bm(t)- or(t)]dt
-¥

™

X (1)

By consdering that the TCP edtablishes a “circular flow”, i.e
that the data input rate comes back to the sender as an ACK
rate, it can be sad that by(f) modes the rate of ACK packets.
Thus we can write:

bm(t) =ua(t - T)- o (t) ®)

which says, in mathematicd words, that the ACK rate is equd
to the input rate, delayed by the round trip time, minus the loss
rate. By substituting (8) in (7) it turns out:
t t
xg(t) = uat)- ua(t-T)ldt = yn(t)ck
-¥ t-T

©

Equation (9) states that the network total storage is equa to the
integra of theinput during thelast round triptime T.

V. MODELING THE TCP FLOW AND CONGESTION
CONTROL

This section aims at showing that the closed loop control system
depicted in Fig. 3 implements both the TCP flow and congestion

x®=xt)+a  Fit)dt= Olu(t)- bm)- & o)t control. In details, the following variables and blocks are shown:
=l T -¥ i=1
N S)Tir U (t)
() LT
. - 1)
Min(,) (¢ 1 1L
—(O)—>» k- & ST g
- _ %(t) T_
aft) ot
1-e 7
Networké;ottleneck Receiver buffer _
S
etwork total st 51
Smith predictor newworicio orege » é
ro(t)=omnd
Ad\/\k]d e_ S>be

Fig. 3: Functional block diagram of the TCP flow and congestion control



(1) The receiver queue length x. and the receiver capacity ry provide
the term ry- % (i.e. the Advertised Window), which reaches the
sender after the propagation time Ty, that is modelled in the

Laplace domain by the transfer function e STt ;

(2) The sat point ry(t) represents a threshold for the tota
network storage, which is modeed by the queue x(t);

(3) The minimum block tekes the minimum beween the
Advertised Window and ro(t) ;

(4) Ddays Ty and T;; modd the time delay from the sender to
the generic node i and from the node i to the recever,
respectively; the forward delay from the sender to the
recaiver is Try= Ty + Tiy;

(5) The contraller transfer function

6= K (10)

1+E(1- e ST
which contains the proportion gain k and the Smith

predictor (1- € ST)/ s, where T is the round trip time

sum of the forward dday Ty, and the backward dday Ti,.
Notice that the role of the Smith predictor is to overcome
the dday T, which is indde the feedback loop and is
harmful for the dability of the closed-loop control system
(Mascolo, 1999).

Notice that the buffer x in Fig. 3 can model both the total network
storage of packets but also it can model the generic buffer x; that isthe
bottleneck of the TCP connection at time t; moreover, a moving
bottleneck is easily captured by the model through delays Ty and T,
wherei is the generic moving bottleneck.

In order to show that the block diagram in Fig. 3 modelsthe TCP/IP
flow and congestion control, first we will assume that the bottleneck is
at the receiver and then that the bottleneck isinside the network.

A The TCP Flow Control

By assuming thet the bottleneck is at the receiver, it results:
min(Adwnd,ro(t))=Adwnd, u ()=u(t-Tr) and o(t)=0. In other
words, the connection is congrained by the recever, and the
input rate reeches the receiver after the forward dday without
network queuing, that is by(t)=u,(t-Ty). Under these conditions,
Fg. 3 can be transformed into Fig. 4 tha modds the TCP flow
control. The following propositions can be shown.

Propostion 1. The Smith controller (10) implements the TCP
flow control equation ().
Proof: To find the input rate u,(t) computed by the TCP

sender we use standard Laplace techniques, that is, we compute
the Laplace transformof the input rate;

- STy k
-sT
1+ k(éqL
¢ s
e

U109 =[Ru®) - Xr (9)]e

[SIE R led

that can bewritten as
_gsTo -
u1=-ku1?‘ R Xk STt
e a

By transforming back to time domain it results:

O = - T -t i)+ ¢) ) (1)

By conddering thet

M(T - Tfp) - % (T - Tfp) =Advertised window

and that

é_r_l_ u (t )dt =Outstanding packets

Equation (11) gives the cdasic window-based flow control
equation (1), whee W=uj(t)/k. By conddering thet
up(t) =W /T rdates the rae and the window of a window-based
contral, it results /k=T.

Notice that the outstanding packets automeicaly teke into
account the round trip time T that in gened can be time
vaying due queuing ddays. In the case of flow control T is
congant since it is assumed that there is no congestion insde
the network which implies tha network queuing dday is zero
and round trip timeis pure propagation delay.

br(t
U (1) ud 1 | x0
—PO—b kK - o Hiw P v
T_cx(t)
1_ e‘ Sﬂ-

S -
Smith predictor Llpé

Adwhd e— Sqip

Fig. 4: Functional block diagram of the TCP flow control



Propostion 2 The TCP flow control equation (11)
guarantees that the receiver queue is dways bounded by the
receiver capacity 1. i.e

X (t) <7 foranyt

Proof: The queue length can be computed by exploiting the
superposition property of linear systems. In particular, it is easy
to compute the input-output transfer function from Ry(s) to the
recaiver queue length X (s) that is:

ﬁ:_k e-ST
Rt k+s

and the trangfer function from B;(s) and O;(S) to X:(s) that is:

Xy 1 k st 1 ST ¢gsT

=-—+ e
O +B s s(s+k) s s s+k

By asuming rq(t) = X(t), where 7 is the recelver buffer
capacity and 1(t) is the step function® tha models a connection
darting a t=0, there results Ry(s) :%. By explaiting the

superposition property of linear systems and by transforming
back to time domain there reults:

1T 0 i B, + -sT{
x@=rtn K o-sTU |-11B +O ~STU

I'ss+k k; } s+k t’,
t
- b @) +op @)]dt
t-T
which satisfies the condition

1f Kk -sTU_- CK(-TVE _
X (1) £ L ﬂf%me Sngry?- e K(t T)%Q(t- T) <R

snce o(t), b(t) ae dways non negative. This concludes the
proof.

Lemma 1: Proposition 2 guarantees o (t)=0 for any t.

Proof: Proposition 2 proves that the receiver queue length is
aways upper bounded by the recelver queue capecity, which
implies that receiver overflow is dways avoided, i.e o (t)=0 for
any t.

 The step function is defined as 1t) = - Ot~ ©
P “lofort<o’

B. The TCP Congestion Corttrol

By assuming that bottleneck is locdized insde the network,
there results min(Adwnd,ro(t))= ro(t) and we can ignore the
outer feedback loop. Therefore, Fig. 3 can be transformed into
the equivdent one shown in Fig. 5, which modds the TCP
congestion contral.

Propostion 3: The Smith controller (10) implements the TCP
congestion control equation (2).

Proof: By assuming that the bottleneck is indde the network,
there results min(Adwnd,r(t)= ra(f). From Fig. 5, the output
of the Smith predictor in the Laplace domainis:

1_e-sT

Q(s) =U1(s)

By transforming back to time domain it results:
T )

qt) = @ T U (t)d = outstandingpackets

Therefore the output of the controller is:
u(t) = k(r2 (t)- outstandigpacket)s (12
that can be rewritten as

u®

- ro(t) - outstandigpacket (13)

Equetion (13) gives the dassic window-based congestion
control equation (2), where W =w(t)/k, and ry(t)=cwnd. This
concludes the proof.

Remark 1. It should be noted that (12) and (13) are the rate
besed and window-based versons of the same control equation.

Proposition 4: The TCP congestion control equation (13) guarantees
a total network storage x that is always bounded by the threshold
rp(t) >0,i.e:

% (t) £ ro(t) foranyt
Proof: From (9), the total network storageis:
t

x ()= @u(t)dt =q(t)
t-T

Snce u(t) and q(t) are dways non negative, and k() is strictly
positive, from the control law:
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Fig. 5 Functional block diagram of the TCP congestion control

a0 =20~ QS

it turnsout ro(t) 3 q(t) = x¢ (t) , which concludes the proof.

Lemma 2 If a TCP flow finds in each buffer it goes
through a space of G packets, where > rz(t) for any t and i,
then the Proposition 4 guarantees o (t)=0 for any t.

Proof: From Proposition 4, which proves that xt(t) £ r2(t),
and assumptions of Lemma 2, the proof follows directly.

V. MODELING RENO OR WESTWOOD TCP BY INPUT SHAPING

In this section we show that the dynamic model depicted in
Fig. 5 is ale to modd successful variants of TCP congestion
control, such as for example Tahoe/Reno [1] or the recent
Westwood TCP [12]. Other TCP vaiants, such as Vegas or
Santa Cruz, could dso be modded in the same unified
framework.

We have seen that the congestion control agorithm ams a
edimating the avalable bandwidth usng a probing
mechanism. The classic TCP probing mechanism, which is
currently used in dl successful variants of the TCP such as
Tahoe/Reno, New Reno or Westwood, comprises two
mechanians  the dow-start phase, which  exponentialy
increase the congestion window up to the ssthresh, and the
congestion avoidance phase which linearly increase the cwnd
when ownf  ssthresh. Now we show that both these
mechanisms can be modded in the control theoretica
framework reported in Fig. 5 by propaly shaping the
controller input rz(t)=cwnd

A. The Reno Algorithm

The TCP Reno dow-start phase can be modded by setting
the referenceinput r2(t) as follows:

|~

ro(t)=rg x2 while  ro(t) < ssthresh

where the initid window ro is generdly equa to 1 or 2 [19].
TCP Reno enters the congestion avoidance phase when
ra(t)=ssthresh at t1 =Tlog2(ssthreh- rg). This phase can be

modelled by setting the reference input r(t) as follows:

t-t
ro(t) = ssthresh + Tl when ra(t) ? ssthresh

The TCP probing phase ends when 3 DUPACKSs ae
receved or a timeouts happens, which indicate that the
network capacity has been hit. In these cases the ownd
behavior can be modeled using the following settings for r(t):

After atimeout at tx

s;thresh:rz—z(t)

rat) =rg



iy
r2(t)=ro =2 T if  ro(t) <ssthresh
t-t
r2(t) = ssthresh +— K if o) ssthresh
Alter 3 DUPACKsat t

ssthresh = _r22(t)

r,(t) = sthresh +%

B TheWestwood algorithm

TCP Westwood employs the same probing mechanism of
Reno. It differs from Reno because of the behavior after
congestion. In fact, Westwood sets the cwnd and ssthresh
usng an endtoend estimate of the network bandwidth bm(tc)
avalable a time of congegtion. In particular, the Westwood
TCP window behavior &fter congesion can be modded as
follows:

After a timeout at &«

ssthresh = b(tk ) *RTTmin

ro(t)=rg
ti
T .
ro(t)=ro x2 if  ro(t)<ssthresh
t-t
r2(1) = ssthvesh +— K it ro(t) ssthresh
Aifter 3DUPACKsat t

ssthresh = b(ty ) XRTTmin

t-t
ro(t) = ssthresh + Tk

V|. DESIGNING A TCP-FRIENDLY RATE CONTROL

The TCP congestion control is window-based. As a consequence,
it sends packets in bursts. Burstiness degrades the performance of the
control algorithm and makes it unsuitable for application such as
audio and/or video where a relative smooth rate is of importance
[18,28]. To overcome the mentioned problem, rate-based control
algorithms have been proposed [24],[29]. A key requirement that a
new rate-based congestion control agorithm must satisfy is
friendliness towards TCP, i.e. it must share network bandwidth with
TCPfairly. Theidea of TFRC isto enforce and guarantee friendliness
by using the TCP long-term throughput equation [30] to compute the

input rate. This approach could reveal to be unfriendly since a TFRC
sets instantaneously the rate that, in similar conditions, a TCP flow
would reach only in longterm conditions [31,24].

This section sketches how the analysis developed in this paper can
be used to design a TCP friendly rate-based congestion control.

For that purpose we gart from the TCP congestion control
equation in ratebased form, whichis

u1(t) = k(cwnd - outstandirgpackets (14)

In order to propose a rate-based congestion control that is friendly
to TCP, we propose the exact rate-based version of the TCP Reno
congestion control by properly setting cwnd=r, in (14) to match the
increasing/decreasing mechanism of Reno.

A Exponential probing corresponding to the slow-start phase
This phase aims at quick probing of network capacity and
corresponds to Reno slow -start phase. It is obtained by setting the
controller input r ,(t)=cwnd in (14) as follows:
t-1p

ownd=r(tg)x2 T  while cwnd £ssthresh

where t, is the last update time, T istheround trip time and r (ty) is
equal to oneor two [19].

B Linear probing corresponding to the congestion avoidance
phase

This phase aims at gentle probing of network capacity and
corresponds to Reno congestion avoidance phase. It is obtained by
setting the controller input rp(t)=cwnd in (14) as follows:

when cwnd > ssthresh

t-t
cwnd =cwnd(tg) + TO

After a congestion episode (timeout or DUPACK) the controller

input ro(t)=cwnd in (14) is set as follows

After a timeout a t,

thresh = ownd(tk)

ra(t) =r(to)

Enter the exponential probing

After 3DUPACKsat t

thresh = ownd(tk)

t-t
cwnd =cwnd(t) +?O

VIl. CONCLUSIONS

This paper has developed a classical control theoretic approach to
model the dynamic behavior of TCP congestion control. It has been
shown that (1) a proportional controller plus a Smith predictor
provides an exact modd of the Internet sliding window flow and



congestion control; (2) a model of successful TCP congestion control
algorithms, such as classic Reno or recent Westwood TCP, can be
derived by proper shaping of the controller reference signal. In order
to show the utility of the proposed model, an application to the design
of aTCP friendly rate control algorithm has been sketched.

(1]

9]

(10

[11]

[12]

VIl. REFERENCES

V. Jacobson, “Congestion Avoidance and Contral,”
ACM Computer Communications Review, 18(4): 314 -
329, August 1988.

S Mascolo,  “Congegtion
communication networks using
Autometica, val. 35, no. 12, dec. 1999.

M. Gerla and R. Locigno and S. Mascolo and R. Weng,
“Generdized Window Advertisng for TCP Congestion
Control”, European Transactions on
Telecommunications, no. 6, Nov/Dec. 2002.

control  in  high-speed
the Smith principle’,

M. Allman, V. Paxson, W. R. Stevens, “TCP congestion
control,” RFC 2581, April 1999.

D. Clark, “The design philosophy of the DARPA Internet
protocols” In Proceedings of Sigcomm’ 88 in ACM
Computer  Communication Review, vol. 18, no. 4, pp.
106- 114, 1988.

Floyd, S; Fal, K., “Promoting the use of end-to-end
congestion  control  in  the Internet”, IEEE/ACM
Transactions on Networking, Aug. 1999, vol.7, (no.4):
458-72].

L. L. Peterson, B. S. Davie, Computer Networks, Morgan
Kaufmann, San Francisco, CA, 2000.

DahMing Chiudain, R., “Andyss of the incresse and
decrease  dgorithms for  congestion  avoidance in
computer networks’, Computer Networks and ISDN
Systems, June 1989, vol.17, (no.1), p. 1-14.

TV. Laksman and U. Madhow, “The Peformance of
TCPIP for Networks with High BandwidthDeay
Products and Random Loss’, |IEEE/ACM Transactions
on Networking, 5(3), June 1997.

S Hoyd, T. Henderson, “ NewReno Modification to
TCPsFast Recovery”, RFC 2582, April 1999.

Brakmo L. S, O'Mdley S. W., and Peterson L. L., “TCP
Veges Endto-end congestion avoidance on a globd
Internet,” |IEEE  Journal on Sdected Areas in
Communications  (JSAC), vol. 13, no.8, pp. 1465-1480,
1995

S. Macolo, C. Cesttti, M. Gerla, M. Sanadidi, R. Wang,
“TCP Westwood: Endto-End Bandwidth Estimation for
Efficient Transport over Wired and Wirdess Networks’,
ACM Mobicom 2001, July, Rome, Itdy and Wiredess
Networks, val. 8, no. 5, Sept. 2002.

(13]

[14]

[19]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

(23]

[26]

[27]

L.A. Grieco, S. Mascolo, “TCP Westwood and Easy
RED to Improve Fairness in High-Speed Networks’,
Proc. of the VII Internationa Workshop on Protocols For
High-Speed Networks (PFHSN'2002), April, 2002 Berlin,
Germany. Lecture Notes on Computer Science (Lcns),
Soringer Verlag.

C. Pasa, J J GadalunaAceves, “Improving TCP
Congestion Control over internets with heterogeneous
Transmisson media@’, Proc. IEEE Int. Conf. On Network
protocols, Toronto, Oct. 31- Nov. 3,1999.

F. P. Kdly, “Mathematicd Modding of the Internet,”
Proc. 4" International Congress on Indudrial and
Applied Mathemetics, July 1999.

V. Miga, W. Gong, D. Towdey, "Fluid-based Andyss
of a Network of AQM Routers Supporting TCP Flows
with an Application to RED", Proc. of Sgcomm2000 in
ACM Computer Communication Review, vol. 30, no. 4,
pp. 151-160, 2000.

S. H. Low, "A dudity model of TCP flow control", Proc.
of ITC Specialig Seminar on IP Traffic Measurements,

Moddling and Management, Sept. 2000.

D. Bansad and H. Bdakrishnan and S. Foyd and S
Shenker, “Dynamic  Behavior of Sowly-Responsive
Congegtion  Control ~ Algorithms’, Proc. of Sgcomm
2001.

M. Allman, S. Floyd, C. Partridge, “Increasing initia
TCP'sinitia window,” RFC 2414, Sept. 1998.

V. Jacobson, R. Braden, D. Borman, “ TCP Extensons
for High Performance”, RFC 1323, May 1992.

Hoe, J, C., “Improving the Stat-up Behavior of a
Congestion Control Scheme for TCP” Proc. of ACM
Sgcomm96, pp. 270-280.

Villamizar, C. and Song C. (1995), “High Performance
TCP in ANSNET”, ACM Computer Communication
Review, val. 24, no. 5, pp. 45-60.

S. Mascolo, "Modeing and
Internet  Congestion  Control”,
S17/03.

L. A. Grieco, S. Mascolo, "Adaptive Ra e Contral for

streaming flows over the Internet ", to appear on ACM
Multimedia System Journd.

Badakrishnan, H.; Padmanabhan, V.N., Seshan, S, Kaz,
RH. A comparison of mechanisms for improving TCP
performance over wirdess links, IEEE/ACM
Transactions on Networking, 5(6), (1997), 756-769.

S. FHoyd, “HighSpeed TCP for Lage Congestion
Windows’, draft-ietf-tsvwg highgpeed-00.txt.

C.V. Hodllot, Vishd Miga, Don Towdey, We-Bo Gong,
* On Dedgning Improved Controllers for AQM Routers
Supporting TCP Flows”, Proc. of Infocom 2001.

Stability Analysis of the
Technicad  Report  no.



(28]

[29]

(30

Sdly Floyd, Mark Handley, Jtendra Padhye, and Joerg
Widme, “EquationBased  Congestion  Control  for
Unicast Applications’, Proc. Sigcomm 2000.

Handley, M., Floyd, S, Paehdye, J, and Widmer, J,
“TCP Friendy Rae Control (TFRC): Protocol
Specification.”, RFC 3448, Jan. 2003.

J. Padhye, V. Firoiu, D. Towdey and J Kurose',
"Modeling TCP Throughput: A Simple Modd and its
Empiricd Vdidation”, Proc. ACM Sigcomm 1998, pp.
303-314.



